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Learning representations is easier than prediction

Dickens is the author of

Dickens wrote
?

Even if you cannot predict the next token, you can predict that the 
distribution is identical over the vocabulary.



Standard LM prediction



Nearest Neighbour
k neighbours in vector space

• The query vector is compared to 
other data vectors in the same 
vector space. 

• Choose the class that has the most 
representatives inside the search 
perimeter.

• The search perimeter is determined 
by the cosine similarity of the query 
vector to the vectors stored in a kNN 
storage

• Efficient disk based kNN retrieval for 
very large sets of vectors is available: 
SCaNN, FAISS, annoy, etc.



kNN LM prediction (step 1)



kNN LM prediction (step 2)



kNN LM prediction (step 3)

softmax



kNN LM prediction (step 4)

PkNN(y) ≈ ∑
ki,vi∈𝒩

1y=vi
exp(−d(ki, f(x)))



kNN LM prediction (step 5)
p(y) = λPkNN(y) + (1 − λ)PLM(y)



Best representation for ?f(c)

Output of FFN focuses on prediction; attention output focuses on representation









More data without training
Train LM on data; Store kNN on larger dataset

• Train LM on 100M token dataset, then run on 3B token dataset to store 
context vectors in kNN store


• Use kNN-LM to predict next token


• Surprisingly kNN-LM (100M + 3B) does better than LM trained on 3B token 
dataset


• "retrieving nearest neighbors from the corpus outperforms training on it"


• "rather than training language models on ever larger datasets, we can use 
smaller datasets to learn representations and augment them with kNN-LM 
over a large corpus"









RETRO
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RETRO Takeaways
• RETRO is a general architecture, that is fully autoregressive and enables large scale 

retrieval 


• Adding a 2T token database yields a performance improvement that’s constant with 
model size: Similar performance to models with 10x more parameters on the Pile


• Consistent performance across benchmarks


• Retrieval does exploit train-test leakage more than standard language models 


• But performance also improves on held-out tokens 


• Future work on few-shot evaluation
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