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NLP before deep learning

https://medium.com/@antoine.louis/a-brief-history-of-natural-language-processing-part-1-ffbcb937ebce

https://medium.com/@antoine.louis/a-brief-history-of-natural-language-processing-part-1-ffbcb937ebce


1948



Alan Turing

https://turingarchive.kings.cam.ac.uk/unpublished-manuscripts-and-drafts-amtc/amt-c-11 
https://ia801703.us.archive.org/23/items/turing1948/turing1948_text.pdf

https://turingarchive.kings.cam.ac.uk/unpublished-manuscripts-and-drafts-amtc/amt-c-11
https://ia801703.us.archive.org/23/items/turing1948/turing1948_text.pdf


Noisy Channel Model

Entropyhttps://people.math.harvard.edu/~ctm/home/text/others/shannon/entropy/entropy.pdf

July 1948

https://people.math.harvard.edu/~ctm/home/text/others/shannon/entropy/entropy.pdf




We can think of a discrete source as generating the message, symbol by 
symbol. It will choose successive symbols according to certain 
probabilities depending, in general, on preceding choices as well as the 
particular symbols in question. A physical system, or a mathematical 
model of a system which produces such a sequence of symbols governed by a 
set of probabilities, is known as a stochastic process. We may consider a 
discrete source, therefore, to be represented by a stochastic process. 
Conversely, any stochastic process which produces a discrete sequence of 
symbols chosen from a finite set may be considered a discrete source. 
This will include such cases as: Natural written languages such as 
English, German, Chinese ...



1949



Let's call him Peter

https://aclanthology.org/1952.earlymt-1.1.pdf

https://aclanthology.org/1952.earlymt-1.1.pdf


A mathematical colleague, let's call him Max, asks Peter to provide 
him a cipher. 

Peter thinks, 'Max doesn't know that I can speak Turkish, so I'll 
encipher some Turkish text.' Peter reduces a sentence in Turkish 
into a column of five digit numbers.

Max comes back the next day and says he failed. All he could 
produce was some gibberish text "bu ne anlama geliyor"

Peter was amazed that Max had produced (with some minor errors) the 
original message in Turkish!

https://aclanthology.org/1952.earlymt-1.1.pdf



https://aclanthology.org/1952.earlymt-1.1.pdf

Every single NLP system that produces 
output uses what we now call a decoder



https://aclanthology.org/1952.earlymt-1.1.pdf

McCulloch-Pitts Neuron

https://towardsdatascience.com/mcculloch-pitts-model-5fdf65ac5dd1



1966



https://ia601301.us.archive.org/
view_archive.php?archive=/19/

items/NSA-FOIA-Vault/Tech 
Journals.7z&file=Tech Journals/

Application_of_PTAH.pdf



https://ia601301.us.archive.org/
view_archive.php?archive=/19/

items/NSA-FOIA-Vault/Tech 
Journals.7z&file=Tech Journals/

Application_of_PTAH.pdf

Hidden 
Markov 
Models



Lawrence R. Rabiner (February 1989). "A 
tutorial on Hidden Markov Models and 
selected applications in speech recognition". 
Proceedings of the IEEE. 77 (2): 257–286.

https://web.ece.ucsb.edu/Faculty/Rabiner/ece259/Reprints/tutorial%20on%20hmm%20and%20applications.pdf
https://web.ece.ucsb.edu/Faculty/Rabiner/ece259/Reprints/tutorial%20on%20hmm%20and%20applications.pdf
https://web.ece.ucsb.edu/Faculty/Rabiner/ece259/Reprints/tutorial%20on%20hmm%20and%20applications.pdf


1968



SHRDLU 
Terry Winograd

https://www.youtube.com/watch?v=QAJz4YKUwqw 

Rule-based NLP 
(grounding)

https://www.youtube.com/watch?v=QAJz4YKUwqw


Person: Pick up a big red block.

Computer: OK.

Person: Grasp the pyramid.

Computer: I DON'T UNDERSTAND WHICH PYRAMID YOU MEAN.

Person (changing their mind): Find a block which is taller than the one you are holding and put it into 
the box.

Computer: BY "IT", I ASSUME YOU MEAN THE BLOCK WHICH IS TALLER THAN THE ONE I AM 
HOLDING.

Computer: OK.

Person: What does the box contain?

Computer: THE BLUE PYRAMID AND THE BLUE BLOCK.

Person: What is the pyramid supported by?

Computer: THE BOX.

Person: How many blocks are not in the box?

Computer: FOUR OF THEM.

Person: Is at least one of them narrower than the one which i told you to pick up?

Computer: YES, THE RED CUBE.



1988



Bayes Rule



2001



Scaling to very very large corpora for natural language disambiguation. 
Banko and Brill, 2001

State of the art model 
0.83

Simple (linear) neural 
network 0.75

Simple (linear) neural 
network 0.975

State of the art model 
0.93



2006



Most state-of-the-art commercial machine translation 
systems in use today have been developed using a rules-
based approach ... 

Several research systems, including ours, take a different 
approach: we feed the computer with billions of 
words of text, both monolingual text in the target 
language, and aligned text consisting of examples of 
human translations between the languages.  

We then apply statistical learning techniques to 
build a translation model.

Franz Och, Apr 28 
2006

http://googleresearch.blogspot.ca/2006/04/statistical-machine-translation-live.html

http://googleresearch.blogspot.ca/2006/04/statistical-machine-translation-live.html


Slide from Kevin Knight

compare to GPT 3.5 
which has 175B params



NLP in the deep learning era

https://medium.com/@antoine.louis/a-brief-history-of-natural-language-processing-part-2-f5e575e8e37

https://medium.com/@antoine.louis/a-brief-history-of-natural-language-processing-part-2-f5e575e8e37


2010



http://www.fit.vutbr.cz/research/groups/speech/publi/2010/mikolov_interspeech2010_IS100722.pdf

Mikolov, Recurrent 
Networks for Language 

Models (RNN-LM)

http://www.fit.vutbr.cz/research/groups/speech/publi/2010/mikolov_interspeech2010_IS100722.pdf


2011



IBM Watson plays Jeopardy!

and wins ...



2011







2012



https://proceedings.neurips.cc/paper/2013/file/9aa42b31882ec039965f3c4923ce901b-Paper.pdf

Mikolov, 
Continuous 

Bag of Words 
(word2vec)

https://proceedings.neurips.cc/paper/2013/file/9aa42b31882ec039965f3c4923ce901b-Paper.pdf


2014



Invited talk at the ACL 2014 Workshop on 
Semantic Parsing

https://yoavartzi.com/sp14/slides/mooney.sp14.pdf

Ray Mooney

https://yoavartzi.com/sp14/
https://yoavartzi.com/sp14/
https://yoavartzi.com/sp14/slides/mooney.sp14.pdf


2014



https://arxiv.org/abs/1409.3215Sequence to Sequence Learning with Neural Networks

Recurrent Neural Networks for Translation

https://arxiv.org/abs/1409.3215


2015



Skype Translator



Attention



2017



Self-Attention

https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html



2022



https://ai.meta.com/blog/nllb-200-high-quality-machine-translation/

High-quality 
machine 
translation for 200 
languages

https://ai.meta.com/blog/nllb-200-high-quality-machine-translation/


Nov 2022



Source: Chartr





2023



https://huggingface.co/blog/large-language-models

GPT-4 is 
estimated to have 
500B-1000B 
parameters; 
trained using 
2.2e25 FLOPs 
(estimated)

Self-Supervised Pre-trained Language Models

https://huggingface.co/blog/large-language-models


https://xkcd.com/1263/

https://xkcd.com/1263/


from transformers import pipeline 
access_token=os.environ.get("HF_ACCESS_TOKEN") 
model_id = "meta-llama/Meta-Llama-3.1-8B-Instruct" 
pipe = pipeline( 
    "text-generation", 
    device=device, 
    model=model_id, 
    model_kwargs={ 
        "torch_dtype": torch.bfloat16, 
    }, 
    token=access_token, 
) 

messages = [ 
   { 
        "role": "user", 
        "content": 'Finish this reassuring parable: Computers will never ____.' 
    }, 
] 
for _ in range(1000): 
    outputs = pipe( 
        messages, 
        temperature=0.8, 
        max_new_tokens=128, 
        do_sample=True, 
    ) 
    print(outputs[0]["generated_text"][-1]["content"])



1951



'Can digital computers think?'. Interview with Alan Turing. 
BBC Third Programme, 15 May 1951.

The Turing Test



• Material for some of these slides comes from ideas borrowed from Kevin 
Knight, Angel Chang, Danqi Chen, Karthik Narasimhan and others on the 
Slack group for teaching NLP


