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KV cache (and paged attention) 
https://arxiv.org/pdf/2309.06180
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https://mett29.github.io/posts/kv-cache/

Naively, for each new token (e.g. "blue" above) the key and value vectors are 
recomputed every time, for each new token. 

K and V contain information about the entire sequence, and query is the new token 
being added. So we are doing softmax(qK)V to compute attention.

https://mett29.github.io/posts/kv-cache/
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During the sequence generation one token at a time, the two matrices and do not 
change very much
Once the embedding for the new token is computed, it’s not going to change, no 
matter how many more tokens we generate
That is why the key and value vectors of existing tokens are often cached for 
generating future tokens. This approach leads to what is called the KV cache.
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Long-range Arena (LRA) dataset



Sparsifying Attention
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Standard Attention

Position Infused Attention









Attention with Linear Biases (ALiBi)
• Attention for  query  for  from 1 to L in each head and  is the head 

dimension


• Given the first  keys  (for an auto-regressive LM) 


• Attention weights are softmax( )


• ALiBi introduces two differences:


1. Do not add position embeddings at any point in the network


2. softmax( )


 Set scalar  for each head as a geometric sequence, e.g. 

ith qi ∈ ℝ1×d i d

i K ∈ ℝi×d

qiK⊤

qiK⊤ + m ⋅ [ − (i − 1), …, − 2, − 1,0]
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Attention with Linear Biases (ALiBi)




