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Prefix Tuning
https://aclanthology.org/2021.acl-long.353

Li and Liang, ACL 2021

https://aclanthology.org/2021.acl-long.353


Why not just use fine-tuning

Each task requires a full 
model copy



In-context learning using prompts

• No task specific fine-tuning 
• Preserves the LM

• Cannot use large training set 
• Manual prompts can be suboptimal 
• Cannot be used with smaller LMs like GPT-2



In-context learning using prompts



In-context learning using prompts
https://arxiv.org/pdf/2005.14165.pdf

https://arxiv.org/pdf/2005.14165.pdf


In-context learning using prompts

https://arxiv.org/pdf/2005.14165.pdf

GPT2

GPT3

https://arxiv.org/pdf/2005.14165.pdf


Prompt tuning: enabling smaller LMs

https://arxiv.org/pdf/2009.07118.pdf

iPet: better prompts for each task improves accuracy for small LMs

prompt
prompt FT
prompt FT
full FT

https://arxiv.org/pdf/2009.07118.pdf


Prefix Tuning
Intuition

• Learn a good instruction that can steer the LM to produce the right output


• Optimize finding actual words


• Involves discrete optimization which is challenging and not expressive



Prefix Tuning
Intuition

• Optimize the instruction as continuous word embeddings


• More expressive


• Limits the scope of the prompt to a input embeddings



Prefix Tuning
Intuition

• Optimize the instruction as prefix activation for all layers in the instruction


• Very expressive


• All the layers of the prefix can be tuned to create the most expressive prompt



Prefix Tuning
Autoregressive Modelling



Prefix Tuning



Prefix Re-parametrization
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Effect of Prefix Tuning

https://docs.adapterhub.ml/methods.html#prefix-tuning

Self-Attention over the 
added virtual prefix tokens

https://docs.adapterhub.ml/methods.html#prefix-tuning


Prefix Tuning
Vs. Finetuning

* The number in the parenthesis refers to the training size.



Prefix Tuning
Extrapolation to unseen categories



Prefix Tuning
Extrapolation to unseen categories



https://aclanthology.org/2023.eacl-main.60.pdf 

aka PaSTA

https://aclanthology.org/2023.eacl-main.60.pdf


https://aclanthology.org/2023.eacl-main.60.pdf 

https://aclanthology.org/2023.eacl-main.60.pdf


https://aclanthology.org/2023.eacl-main.60.pdf 

https://aclanthology.org/2023.eacl-main.60.pdf


Results on GLUE with BERT-large

https://aclanthology.org/2023.eacl-main.60.pdf 

https://aclanthology.org/2023.eacl-main.60.pdf


Ablation study on GLUE and CoNLL-2003

https://aclanthology.org/2023.eacl-main.60.pdf 

https://aclanthology.org/2023.eacl-main.60.pdf


Adapters



Bottleneck Adapters
• Given a hidden layer  for layer  in a 

Transformer layer (before Add & Norm)


•  


•  lowers the dimensionality from 
 down to  where  << 


•  raises the dimensionality from  back 
up to 


•  is a non-linear function (GeLU)


•

hℓ ℓ

hℓ ← hℓ + f(hℓ ⋅ Wdown) ⋅ Wup

Wdown
dim(hℓ) k k dim(hℓ)

Wup k
dim(hℓ)

f

hℓ+1 = Add+LN(hℓ)
https://arxiv.org/abs/2205.12410

Also see: https://www.cs.huji.ac.il/labs/learning/Papers/allerton.pdf 

https://arxiv.org/abs/1606.08415
https://arxiv.org/abs/2205.12410
https://www.cs.huji.ac.il/labs/learning/Papers/allerton.pdf


Bottleneck Adapters

https://docs.adapterhub.ml/ 

https://docs.adapterhub.ml/


Mixture of Adapters https://arxiv.org/abs/2205.12410

https://arxiv.org/abs/2205.12410


Mixture of Adapters
Regularization loss

• For each layer  use  different feed-forward networks for projecting down 
to  and for projecting up to 


•  and 


• where 


• 


• Pick  at random


• Pick  twice for each input batch.

ℓ M
k dim(hℓ)

Aℓ = {Wℓ,j
down, Wℓ,k

down} Bℓ = {Wℓ,j
up, Wℓ,k

up}

j, k ∈ [0,M − 1]

hℓ ← hℓ + f(hℓ ⋅ Wℓ,i
down) ⋅ Wℓ,j

up

i, j

i, j



Mixture of Adapters
Regularization loss

• Fine tuning loss: 


• where  is 1 if the two arguments are equal 


•  is the right answer for input 


•  are the logits for the fine-tuning output softmax activation (using 
adapter 

ℒ = −
C

∑
c=1

δ(x, ̂x)log softmax((z𝒜(x))

δ

̂x x

z𝒜(x)
𝒜



Mixture of Adapters
Regularization loss

• Let  and  be the adapter modules.


• Pick  twice for each input batch.


• Let  where  is the input to the LLM with frozen 
parameters; only  are trained against fine-tuning prediction loss.


• Add following consistency loss to fine-tuning a LLM


•

𝒜 = {AL
ℓ=1} ℬ = {BL

ℓ=1}

i, j

D(𝒳, 𝒴) = KL(z𝒳(x)∥z𝒴(x)) x
𝒳, 𝒴

ℒ ← ℒ +
1
2

(D(𝒜, ℬ) + D(ℬ, 𝒜))



Mixture of Adapters https://arxiv.org/abs/2205.12410

Wℓ
down =

1
M

M

∑
j=1

Wdownℓ,j Wℓ
up =

1
M

M

∑
j=1

Wupℓ,j

https://arxiv.org/abs/2205.12410


Results on GLUE with ROBERTa-large

https://arxiv.org/abs/2205.12410

https://arxiv.org/abs/2205.12410


Results on GLUE with BERT-base

https://arxiv.org/abs/2205.12410

https://arxiv.org/abs/2205.12410


Results on E2E with GPT2-medium

https://arxiv.org/abs/2205.12410

https://arxiv.org/abs/2205.12410








LoRA
• Can be applied to any Transformer-based Large Language Model


• But specifically designed for autoregressive and causal LMs like GPTx


• Just like other Transformer adapters, LoRA adds a small set of parameters for 
fine-tuning and keeps the original parameters frozen


• This can help a lot when LLM parameter sizes are as large as 175 billion.



LoRA
• Only use adapters in the attention matrices: Q, K, V 


• Each matrix is called  here,  for pre-trained


• Adapter methods modify  to be  where 


• Rank  << min(d, k)


• Let  be zero at start of training


• Scale the parameters after backpropagation by  where  is a 

hyperparameter set to a constant value depending on  (set to the first  in 
training)

Wp p

Wp Wp + BA B ∈ ℝd×r, A ∈ ℝr×k

r

BA
α
r

α
r r



LoRA
• Initialize B to zeroes


• Initialize A using random Gaussian initialization

Initialize to zeroes

Initialize to values from 
random Gaussian





GPT-3 175B validation accuracy vs. number of trainable parameters


