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Machine Translation

Target language Source language



Neural Machine Translation

hi is a vector representation of xi 

c is a vector assembled from all 
the hi vectors 

si is a vector representation of yi 



https://arxiv.org/abs/1409.3215Sequence to Sequence Learning with Neural Networks



ICLR 2015

https://arxiv.org/abs/1409.0473



Attention Networks in Neural Machine Translation
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Dot Product / MLP

softmax

ct =
Tx

∑
j=1

αtjhj
etj = a(st−1, hj)

αtj =
exp(etj)

∑Tx
k=1 exp(etk)



Effective Approaches to Attention-based Neural Machine Translation

https://arxiv.org/abs/1508.04025



Th
e

ag
re

em
en

t
on th

e
Eu

ro
pe

an

Ec
on

om
ic

ar
ea

w
as

si
gn

ed in
Au

gu
st

19
92

.

[S
EP

]
L' ac

co
rd

L'
su

r
ac

co
rd

la
su

r
zo

ne
la

éc
on

om
iq

ue
zo

ne

L'
accord
sur
la
zone

...











Source

No attention

With attention



Source

No attention

With attention


