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Evaluating language understanding
Benchmarks for LLMs
• LLMs can be fine-tuned to many different tasks in NLP


• Need for an evaluation of the representation learning (word representation and 
sentential representations)


• Online Leaderboard


• Combine diverse set of NLU tasks that are quick to fine-tune and test


• decaNLP (2018)


• GLUE (ICLR 2019)  SuperGLUE (NeurIPS 2019)


• SWAG (EMNLP 2018)  HellaSWAG (ACL 2019)

→

→



GLUE



GLUE https://gluebenchmark.com/

https://gluebenchmark.com/


Single-sentence tasks

• English acceptability judgments drawn from books and journal articles on 
linguistic theory. 


• Each example is a sequence of words annotated with whether it is a 
grammatical English sentence. Score is between [-1,1]


• "Bill seems to be obnoxious, but I don't think that Sam seems."


• "John is impressed as pompous."


• "We proved Smith to the authorities to be the thief."


• "I only eat fish raw fresh."


• "What did that Bill wore surprise everyone?"

CoLA, Corpus of Linguistic Acceptability



Single-sentence tasks

• Sentences from movie reviews and human annotations of sentiment


• Task: predict sentiment using two-way class split (positive/negative)


• "uneasy mishmash of styles and genres ."


• "it 's also heavy-handed and devotes too much time to bigoted views ."


• "waydowntown is by no means a perfect film , but its boasts a huge charm 
factor and smacks of originality ."


• "a remarkable 179-minute meditation on the nature of revolution ."


• "starts off with a bang , but then fizzles like a wet stick of dynamite at the 
very end ."

SST-2, Stanford Sentiment Treebank



Similarity and Paraphrase Tasks

• Sentence pairs with human annotations whether sentences are semantically 
equivalent


• Classes are imbalanced (68% positive) so accuracy and F1 score is reported

MRPC, Microsoft Research Paraphrase Corpus

"PCCW 's chief operating officer , Mike Butcher , and 
Alex Arena , the chief financial officer , will report 
directly to Mr So ."


"Current Chief Operating Officer Mike Butcher and 
Group Chief Financial Officer Alex Arena will report 
to So ."


1

"The company didn 't detail the costs of the 
replacement and repairs ."

"But company officials expect the costs of the 
replacement work to run into the millions of 
dollars ."


0

"Ballmer has been vocal in the past warning that Linux 
is a threat to Microsoft ."

"In the memo , Ballmer reiterated the open-source 
threat to Microsoft ." 0

"Ricky Clemons ' brief , troubled Missouri basketball 
career is over ."

"Missouri kicked Ricky Clemons off its team , ending 
his troubled career there ." 1



Similarity and Paraphrase Tasks

• Question pairs from community QA website, Quora


• Classes are imbalanced (63% negative) so accuracy and F1 score is reported

QQP, Quora Question Pairs

"What are the best things to do in Hong Kong?" "What is the best thing in Hong Kong?" 1

"Which is the best gaming laptop under 40k?" "Which is the best gaming laptop under 40,000 rs?" 1

"How is vanilla extract made?" "How do you make sugar cookies without vanilla 
extract?" 0

"How do you close a Bank of America account?" "How can one close a bank account online?" 0



Similarity and Paraphrase Tasks

• Sentence pairs drawn from various sources, human annotated with similarity 
score from 1 to 5


• Task: predict [1,5]. Report Pearson and Spearman correlation coefficients

STS-B, Semantic Textual Similarity Benchmark

"A man with a hard hat is dancing." "A man wearing a hard hat is dancing." 5

"A young child is riding a horse." "A child is riding a horse." 4.75

"The girl sang into a microphone." "The lady sang into the microphone." 2.4

"A man is speaking." "A man is spitting." 0.636



Inference Tasks

• Crowd-sourced sentence pairs with entailment annotations: entailment (0), 
contradiction (2) and neutral (1)


• Task: produce these three labels and you get an accuracy score

MNLI, Multi-Genre Natural Language Inference Corpus

"One of our number will carry out your instructions 
minutely."

"A member of my team will execute your orders with 
immense precision." 0

"Fun for adults and children." "Fun for only children." 2

"yeah well you're a student right" "Well you're a mechanics student right?" 1

"Get individuals to invest their time and the funding will 
follow."

"If individuals will invest their time, funding will come 
along, too." 0



Inference Tasks

• Based on SQuAD. Task converted into sentence pair classification by forming a pair between 
each question and each sentence in the corresponding context, and filtering out pairs with low 
lexical overlap between the question and the context sentence. 


• The task is to predict yes (0) or no (1), the context sentence contains the answer to the question.

QNLI, Stanford Question Answering Dataset

"When did the third Digimon series begin?"
"Unlike the two seasons before it and most of the 
seasons that followed, Digimon Tamers takes a 
darker and more realistic approach to its story 
featuring Digimon who do not reincarnate after their 

1

"What is the name of the village 9 miles north of Calafat 
where the Ottoman forces attacked the Russians?"

"On 31 December 1853, the Ottoman forces at 
Calafat moved against the Russian force at Chetatea 
or Cetate, a small village nine miles north of Calafat, 
and engaged them on 6 January 1854."


0

"How were the Portuguese expelled from Myanmar?"
"From the 1720s onward, the kingdom was beset 
with repeated Meithei raids into Upper Myanmar and 
a nagging rebellion in Lan Na."


1

"Which collection of minor poems are sometimes 
attributed to Virgil?"

"A number of minor poems, collected in the 
Appendix Vergiliana, are sometimes attributed to 
him."

0



Inference Tasks

• The task is to predict entailment (0) or not_entailment (1) between pairs of 
sentences

RTE, Recognizing Textual Entailment datasets

"No Weapons of Mass Destruction Found in Iraq Yet." "Weapons of Mass Destruction Found in Iraq." 1

"Oil prices fall back as Yukos oil threat lifted" "Oil prices rise." 1

"FIFA has received 11 bids to host the 2018 and 2022 
FIFA World Cup tournaments, an international football 
competition contested by the men's national teams. The 
countries vying to host the tournament are Australia, 

"Sepp Blatter is the president of FIFA." 0

"The two young leaders of the coup, Pibul Songgram 
and Pridi Phanomyang, both educated in Europe and 
influenced by Western ideas, came to dominate Thai 
politics in the ensuing years."


"Pibul was a young leader." 0



Inference Tasks

• Reading comprehension task to identify referent of a pronoun using entailment 
between two sentences (one has pronoun reference explicit)


• Predict 1 (entailment) or 0 (not_entailment)


• Designed to fool simple statistical techniques.


• Test set is imbalanced (65% not entailment) and dev set is adversarial (memorization 
will hurt performance)

WNLI, Winograd Schema Challenge

"I stuck a pin through a carrot. When I pulled the pin out, 
it had a hole." "The carrot had a hole." 1

"George got free tickets to the play, but he gave them to 
Eric, because he was particularly eager to see it." "George was particularly eager to see it." 0





SuperGLUE



SuperGLUE
• GLUE was too easy for LLMs after July 2019


• SuperGLUE is a more rigorous test of NLU

https://super.gluebenchmark.com/

https://super.gluebenchmark.com/


BoolQ
Boolean Questions, QA task with yes/no answers



CB
CommitmentBank, is author committed to truth of embedded clause?



COPA
Choice of Plausible Alternatives, causal reasoning task



MultiRC
Multi-Sentence Reading Comprehension



ReCoRD
Reading Comprehension with Commonsense Reasoning Dataset



RTE
Recognizing Textual Entailment (from GLUE)



WiC
Word in Context, word-sense dataset



WSC
Winograd Schema Challenge (from GLUE)



Swag and HellaSwag



Swag
Large-scale adversarial dataset for grounded commonsense inference

• Given a partial description: "she opened the hood of the car"


• Humans can reason: "then, she examined the engine"


• Dataset constructed using Adversarial Filtering to identify the answers that are 
meaning-based rather than based on vocabulary overlap


• "on stage, a woman takes a seat at the piano". What next?

https://rowanzellers.com/swag/

https://rowanzellers.com/swag/


Swag



Swag



Swag

• Soon after release BERT models fine-tuned on Swag obtain 86% accuracy.


• DeBERTa-large gets 94.12% accuracy.



HellaSwag
Can a Machine Really Finish Your Sentence?

https://rowanzellers.com/hellaswag/

https://rowanzellers.com/hellaswag/


HellaSwag



HellaSwag



HellaSwag

• GPT 3 gets 85.5% accuracy (10-shot learning)


• GPT 4 gets 95.3% accuracy (10-shot learning)



Lambada



Lambada
Language modeling broadened to account for discourse aspects

• Collection of narrative passages. Predict the last word.


• Humans can guess the word if they read the whole passage but not otherwise


• The last sentence that contains the word to be predicted is insufficient for 
prediction


• Training data is 10K passages from BookCorpus.


• Long range dependency evaluated as (last) word prediction

https://zenodo.org/record/2630551

https://zenodo.org/record/2630551


Lambada

GPT-2 gets 63.24% GPT-3 gets 86.24% few-shot



Other Datasets



Other Datasets
• MMLU - Multiple choice questions in 57 subjects (professional & academic)


• ARC - AI2 Reasoning Challenge, grade school multiple choice science quiz


• WinoGrande - bigger version of the Winograd Schema Challenge from GLUE


• DROP - Reading comprehension & arithmetic


• GSM-8K - Grade school math questions


• StoryCloze - similar to Lambada with longer context


• BLiMP - Benchmark of minimal linguistic pairs; new version of CoLA


• Some shared tasks combine different benchmarks, e.g. BabyLM combines 
superGLUE with BLiMP https://babylm.github.io/

https://babylm.github.io/


BLiMP



Question Answering
• Natural Questions


• Web Questions


• TriviaQA


• COQA - Conversational Question Answering Challenge (https://
stanfordnlp.github.io/coqa/)

https://stanfordnlp.github.io/coqa/
https://stanfordnlp.github.io/coqa/
https://stanfordnlp.github.io/coqa/
https://stanfordnlp.github.io/coqa/


Summarization
• CNN-Daily Mail


• BookSum


• NYT dataset


• DUC dataset (from NIST)



Natural Language Generation
• E2E


• WebNLG


• DART



Translation
• FLORES-200


• WMT 2014


• IWSLT shared tasks (translated TED talks)


• OPUS-MT (subtitles)


• LORELEI (low-resource languages)



Structured Prediction
• CoNLL-2000 to CoNLL 2018 shared tasks


• Entity linking to Wikipedia: AIDA-CoNLL


• Entity linking to other ontologies like UMLS (biomedical): MedMentions


• Dependency tree and Phrase Structure Parsing (Penn Treebank; PropBank)


• Morphological analysis of word constructions from morphemes (Morphophon)


• Wikipron (word pronunciation modelling for 165 languages)


